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ABSTRACT
Research advancements in storage formats continuously produce
more efficient encodings and better compression rates. Despite this,
new formats are not adopted due to high implementation cost and
existing formats cannot evolve because they need to maintain com-
patibility across systems. Can this problem be solved by introducing
a new abstraction? We answer affirmatively with AnyBlox, a frame-
work for reading arbitrary datasets using lightweightWebAssembly
decoders bundled with the data. By decoupling decoders from both
systems and file format specifications, AnyBlox allows transpar-
ent format evolution, instance-optimized encodings, and enables
mainstream adoption of research advancements. It integrates seam-
lessly with modern systems like DuckDB, Spark, and Umbra, while
delivering solid performance and security guarantees.
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1 INTRODUCTION
This paper investigates a future-proof abstraction layer between
data encodings and data systems. While researchers continuously
develop faster and more space-efficient encodings [4, 5, 16, 49], as
well as novel techniques like correlation-driven compression [32, 39,
57, 58, 81], these find no adoption in practice. New storage formats
fail to gain traction, while existing formats undergo ossification,
as datasets continue to be produced using outdated specifications
to maintain compatibility with existing readers [48].

Monolithic database systems of the past fully controlled their
storage representation, hiding problems inherent to format evolu-
tion from the users. However, the era of traditional data silos is over.
The database community turns towards modular systems based on
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License. Visit https://creativecommons.org/licenses/by-nc-nd/4.0/ to view a copy of
this license. For any use beyond those covered by this license, obtain permission by
emailing info@vldb.org. Copyright is held by the owner/author(s). Publication rights
licensed to the VLDB Endowment.
Proceedings of the VLDB Endowment, Vol. 18, No. 1 ISSN 2150-8097.
doi:XX.XX/XXX.XX

Sys 3

Sys 2

Sys 1

.sys1

.sys2

.sys3

.parquet

.json

.csv

.orc

.future

.domain

Sys 3

Sys 2

Sys 1Data lake

Figure 1: The N ×M problem: In the past (left) every system
controlled its data and internal format. Today (right) data is
outside of systems’ control. No system supports all formats
and each system has specialized glue code for each format.

open formats [50], the industry moves towards open table formats
in data lakes [99], and data scientists want to freely move between
platforms when analyzing their existing data in exotic formats (e.g.,
High Energy Physics [34], bioinformatics [15, 24, 25, 45]).

These developments force OLAP systems to break away from
physical data independence advocated by Codd [27] and instead
directly interact with data in its storage format, as illustrated in
Figure 1. This makes issues of format interoperability painfully ap-
parent, as format adoption becomes too expensive for maintainers,
preventing evolution and locking away potential users.

We identify the underlying issue as an instance of the N ×M
problem, where 𝑁 systems having to support𝑀 formats leads to
𝑁 ×𝑀 implementation and maintenance effort. Any novel approach
falls into a vicious cycle that prevents adoption – an encoding needs
to be popular enough to justify the cost of support, but it will not
gain popularity without being widely supported. Similar problems
were faced and solved before in different domains by introducing
an abstraction layer, such as LLVM’s language-independent inter-
mediate representation for compilers [52] and the Language Server
Protocol for language tooling [61]. In this paper we ask:

What is the correct abstraction betweenmodern
data-processing systems and storage formats?

In Section 2 we analyze the strengths and weaknesses of state of the
art and identify key properties such an abstraction must provide.
As our main contribution we introduce AnyBlox, a framework
for self-decoding datasets, in which data is bundled together
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Figure 2: Supporting a .future format in three different Hosts according to each of the analyzed approaches.

with WebAssembly bytecode decoders, allowing any consumer to
read any data encoding without knowledge of its details:

• Section 3 presents our Bring-your-own-Decoder archi-
tecture based around lightweight WebAssembly decoders,
allowing arbitrary formats to be supported while providing
solid performance and security guarantees.

• Section 3.6 describes our novel memory management
scheme, which allows zero-copy transfer of data between
decoder and database system.

• Section 4 shows the integration of AnyBlox into a wide
range of database systems, which employ vastly different
data processing paradigms.

• Section 5 showcasesmultiple complex encodings pack-
aged into AnyBlox and evaluates their performance.

With these contributions we argue for a new paradigm in data
ingestion – instead of systems decoding datasets based on format
specification, data should decode itself, eliminating the unsus-
tainable tight coupling between formats and systems. We outline
the potential impact and future research directions in Section 6.

2 PROBLEM SPACE & RELATEDWORK
We identify four key properties that are desirable in a future-proof
storage format abstraction:

• Portability – how easy is it to integrate the solution across
different systems and hardware architectures?

• Security – what isolation guarantees does the solution
provide? Can an error compromise the host system?

• Performance – how does the solution fare in terms of
query latency and throughput?

• Extensibility – how easy is it to support a new data format
with the solution?

State-of-the-art systems integrate data formats using a variety of
approaches, which Figure 2 illustrates. All of these approaches have
strengths, but also shortcomings that cause the problems identified
in Section 1. The following section analyzes this in detail, and
Table 1 outlines key findings. This analysis informs the design of
AnyBlox, which we introduce in Section 3.

In the following, we will refer to a system ingesting data as the
Host, and the algorithm required to read encoded data as a De-
coder. The Host is an arbitrary data-processing system; it can be
a simple tool printing decoded data to a terminal, an interactive
notebook, or even a complete database system. The Decoder is an
arbitrary algorithm that takes data in some specific encoding as
input and produces data in a specified output format; the input
encoding is unrestricted – data can be row- or column-encoded,
nested, unstructured, or even virtual, e.g., an algorithm which pro-
duces TPC-H table data for a given scale factor.

2.1 Approach: Native Code
Today, most Hosts integrate new formats by adding a native im-
plementation directly into their codebase. That is how databases
support new compression schemes [37], how the Apache ORC file
format [85] proliferates [100], and how JSON (Javascript Object
Notation) [1] made its way into the database world [36, 38, 63].

Using native integrations, authors of an encoding scheme need to
put the Decoder code into the existing codebase of every Host they
wish to support (c.f., Figure 2a). This directly leads to unsustainable
𝑁 ×𝑀 development effort for 𝑁 systems and𝑀 formats.

This approach suffers from obvious Portability issues, as a
Decoder in one Host cannot be reused in another. Similarly, it
provides weak Extensibility, i.e., it is difficult to support a new
format in an existing Host. Its main advantage is Performance,
since the tight integration allows the implementation utilize all
Host internals. A well-written native integration thus provides an
upper bound for the performance of other approaches.

Table 1: Evaluation of different approaches according to our
design dimensions. We analyze AnyBlox in Section 3.

Approach Porta-
bility

Secu-
rity

Perfor-
mance

Exten-
sibility

native − − − − + + + − − −
extensions − − − − + + + + / −

isolated extensions + / − + + + − +
static verification + + / − + / − −

AnyBlox + + + + + + + +



While native Decoders don’t inherently expose new attack vec-
tors, the integration of a dedicated Decoder for each format into the
system core increases the likelihood of exploitable bugs. The effects
of a bug in the Host’s core are unrestricted and can range from crash-
ing the process to data corruption, which is especially dangerous in
case of systems written in memory-insecure languages like C/C++.
The dependencies required by the Decoder are not isolated, exacer-
bating supply chain issues. Since Hosts require𝑀 integrations for
𝑀 different formats, a security vulnerability becomes statistically
inevitable. For example, adding JSON support to the widespread
PostgreSQL database system [88] led to a high-severity security
vulnerability discovered over 5 years later [72].

2.2 Approach: Extensions
To provide a more open platform and alleviate the issues inherent
to the previous approach, some database systems allow users to
extend their capabilities with custom code (c.f. Figure 2b). For ex-
ample, PostgreSQL, the DuckDB [30] and Microsoft SQL Server[62]
database systems allow dynamic loading of binary modules written
in C/Rust, C++, and C#, respectively. A well-designed extensibility
API allows Decoders to achieve near-native Performance by allow-
ing implementers to leverage internal Host structures, implement
predicate pushdown, etc., as exemplified by DuckDB’s vectorized
Parquet reader extension.

Adding a new Decoder as an extension requires some work, but
not nearly as much as in the native case, thereby improving Ex-
tensibility. Portability, however, is still weak. Every Host has
a different extensibility API, and each Decoder extension has to
be maintained separately. Moreover, porting a DuckDB extension
to a system built for the JVM (Java Virtual Machine) [65], such as
the Apache Spark analytics engine [84], would require a nearly
complete rewrite in a different tech stack.

Extensions are usually shared binary modules (e.g., an .so file, a
.jar file) that are dynamically loaded by the system. This presents
the worst case scenario for Security as it amounts to running
arbitrary code at the same privilege level as the Host, leading to
an immediate and inherent RCE (Remote Code Execution) vulner-
ability. Even even a malfunctioning trusted extension can cause
arbitrary damage inside the process.

2.3 Approach: Isolated Extensions
In recent years a number of solutions for running arbitrary User
Defined Functions – UDFs – with isolation guarantees have been
proposed, allowing custom user data processing code to run in an
environment separate from the Host. For example, Saur et al. [73]
studied containerized UDFs, where the untrusted data processing
code runs in an isolated environment via Docker [29] containers,
though other mechanisms like virtual machines behave similarly.
Data warehouses Snowflake [78] and Amazon Redshift [13] imple-
ment a similar approach, where user-defined code can be located
in the cloud, registered with the Host, and called remotely.

In the isolated scenario, the authors of the encoding scheme
need to place their Decoder in the Host’s isolation mechanism
and implement the communication protocol for receiving requests
and sending data back to the Host (c.f., Figure 2c). This approach
is more Extensible and Portable than integrated extensions, as

Decoders are isolated and hosted independently. However, vendor-
specific constraints still exist (e.g., Redshift forces usage of their
own proprietary FaaS service, exacerbating vendor lock-in). Secu-
rity guarantees are excellent, as the extension is fully isolated has
no access to data that is not explicitly sent to it.

As Saur et al. show, Performance is mainly constrained by the
data transfer between the Host and the isolated extension [73].
While the authors report 10% overhead for data transfer to a locally-
hosted Docker container using the Arrow Flight [86] format for an
ML classification workload, our experiments show that a Decoder
workload is less favorable: In run-length encoding, which is a data-
intensive, but computationally lightweight scheme, decoding using
a vectorized Decoder is fast (6.5GB/s), but data transfer (1.5GB/s)
dominates the runtime (80%). This shows that low-overhead commu-
nication protocols like Arrow Flight can alleviate, but not entirely
eliminate data transfer cost. Additionally, the Host may miss out on
optimization opportunities e.g. because of the high logical isolation
between Host’s optimizer and runtime, and the Decoder.

2.4 Potential Approach: Static Verification
In search of combining good performance and security guarantees,
we again turn to compiler research as inspiration. Programming
languages generally improve security using either a memory-safe
runtime (Java, C#, Elixir, etc.) or static verification at compile time
(Rust, uBPF, etc.). In the following section, we discuss the merits
and drawbacks of static verification, and why we ultimately decided
on a different approach.

To load Decoder extensions, the Host system has to run arbitrary
code inside its own process. The standard mechanism is to verify
the code first and then compile it once it is proven to be safe (c.f.
Figure 2d). One of the prominent, eBPF, can be used to run custom
code in the linux kernel for packet filtering [92], programming
NVM storage devices [47], and querying data structures [101]. One
can use uBPF, the user space implementation of eBPF, to verify
arbitrary decoders and securely run them in the host process.

The uBPF toolchain consists of the eBPF bytecode, a C-to-eBPF
compiler, a static verifier for eBPF, and a JIT (just-in-time) compiler
allowing Portable execution on x86 and ARM. On paper, the veri-
fier also guarantees safe memory accesses, termination, prohibits
any system calls, and isolates the decoder from the network and
file system. In practice, however, the verifier has bugs and allows
memory-insecure programs to pass [17, 66, 83, 93, 96, 102]. Thus,
the Security of this approach is better than that of native exten-
sions, but not satisfactory without further verification research.

The performance of uBPF is great in theory, since it is JIT-compiled
into native x86 or ARM assembly. Our experiments show, however,
that the Performance suffers from (1) pervasive bounds-checks,
(2) limited loop support, and (3) no vectorized instructions. Finally,
Extensibility suffers from the difficulty of correctly implementing
an eBPF algorithm to pass the verifier. The C dialect required is
unwieldy, cannot utilize existing libraries tailored for eBPF, and the
verifier requirements often clash with compiler optimizations. For
example, the C-to-eBPF compiler may elide bounds checks that it
deems redundant, causing the verifier to reject the eBPF code.

In conclusion, a statically-verified language for Decoders is a
promising idea, but requires further research. In particular, such a
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language would need to limit its expressiveness, so that the verifier
and compiler can be small and easy to audit for correctness, while
also remaining expressive enough to not limit extensibility.

3 ANYBLOX
There are twomain conceptual properties a future-proof data access
solution must have: First, in order to solve the 𝑁 ×𝑀 problem and
enable arbitrary data format evolution, it must abstract both data
format internals away from systems, and system internals away
from data decoders. Second, this abstraction layer must allow direct
file access and data sharing use cases. These goals are at odds with
each other, since direct access seemingly precludes any opportunity
for introducing abstraction layers – where to put the format decoder
that implements the abstraction? We argue that there is only one
possible place for the decoder: In the data file itself.

Self-decoding data solves the conceptual goals of abstraction
with direct file access, but comes with its own set of challenges:
How to ensure decoder portability across platforms? What are
the security implications of running foreign code, and to make it
performant? In the following, we describe our implementation of
self-decoding data sets, AnyBlox, and how it solves these challenges.
AnyBlox works on bundles of encoded data alongside WebAssem-
bly bytecode defining a Decoder. The decoder can be packaged
with the data in a single .any file, but a data lake might store
decoder and data separately in an object store and tie them to-
gether via its metadata layer. Hosts can use the AnyBlox Library
(libanyblox) to read any data following the API, which consists of
the Decoder format (Section 3.1), the format of data returned to the
Host (Section 3.2), and the metadata contained in the self-decoding
dataset (Section 3.3), as shown in Figure 3.

3.1 WebAssembly Decoders
WebAssembly (Wasm) is a specification of a virtual machine and
its portable bytecode [35]. Its strength lies in a machine-verifiable
guarantee on memory-safety and isolation from the host system
[95]. It has been successfully utilized for isolation in different data
processing applications, e.g. for ML workloads in Big Query [55],

stateful serverless FaaS [75], and UDFs in databases [76], which
makes WebAssembly a prime candidate for self-decoding data sets.

3.1.1 Portability. Wasm code is portable and can be compiled
and run on a wide range of architectures, including browsers, mo-
bile devices, embedded, and server workstations; as we show in
Section 4, AnyBlox easily integrates into a variety of existing Hosts.

3.1.2 Security. WebAssembly’s specification is verified to uphold
isolation guarantees [95]. Naturally, the guarantees depend on the
implementation of the specification being correct. AnyBlox utilizes
the Wasmtime implementation and the Cranelift compiler to lower
the Wasm bytecode to the native instruction set [20, 21]. Recent
work suggests that the main source of vulnerabilities in WebAssem-
bly is the compiler, namely the instruction selection and lowering
process [91]. Formal verification of WebAssembly software isola-
tion is an area of active research, in particular it was demonstrated
that it is possible to implement a provably-safe Wasm sandbox with
low performance overheads [18].

AnyBlox is built on top of open-source libraries and within the
Rust ecosystem. The majority of the code is in safe Rust, meaning it
guarantees memory and thread safety. All the unsafe code is related
to the Wasm memory maps and encapsulated in a few hundred
lines of code in a single module, making it easily auditable.

3.1.3 Performance. Wasm in theory allows for near-native per-
formance, since it is JIT-compiled into the Host’s native instruction
set. Moreover, AnyBlox avoids expensive data copying due to our
memory manager design (see Section 3.6). While we devote Sec-
tion 5 to performance evaluation, let us note here that research into
closing the gap between Wasm and native code is both extensive
and ongoing [41, 79]. In 2019 Jangda et al. identified instruction
selection as the main source of performance degradation [40], and
Yan et al. argue that common LLVM optimizations are ineffective
when applied to WebAssembly [97]. Since then, major strides have
been made in development of the novel Cranelift compiler. Cru-
cially, AnyBlox can easily benefit from future improvements in
Wasm compiler technology, as all the JIT and sandboxing details
are encapsulated in libanyblox and not exposed in the public API.

3.1.4 Extensibility. Complex decoding schemes are easily imple-
mentable, as most general-purpose programming languages have a
WebAssembly toolchain and compiler, including popular backends
like LLVM, JVM, and CLI. The main obstacle we have identified
when porting decoding schemes to Wasm are SIMD instructions,
which are a crucial component for some high performance com-
pression schemes like PFOR [54], DELTA, dictionary, RLE [28], as
well as data encodings like JSON [51]. Unlike eBPF, WebAssembly
exposes SIMD intrinsics, but developer effort is required to convert
from x86/ARM SIMD to the different Wasm instructions. However,
since WebAssembly defines SIMD intrinsics on the level of the byte-
code, Wasm modules are fully portable as the JIT compiler selects
the appropriate instructions for the Host machine.

3.2 Output Format
Since we want everyone to be able to write a single program that
will decode their format, we need a clear definition of the decod-
ing output. After considering natural requirements arising from



our analysis of existing data processing systems and decoding
schemes – columnar storage, support of most standard SQL types,
low-overhead conversion to internal representations, portability
and extensibility – we have chosen Apache Arrow [10].

Arrow is a robust standard, already supported as a data format
by a number of database systems, and fulfills all the above crite-
ria. Arrow standardizes all the most used data types for integers,
floating-point numbers, decimals, date, time, strings, etc. Apache
maintains high-quality libraries for efficient and zero-copy pro-
cessing of Arrow in most commonly used programming languages.
Arrow data is columnar, but complex multifield structures can be ex-
pressed as a logical type. Moreover, Arrow is extensible and allows
custom data types.

3.3 Metadata
The ideal scenario is that data is distributed as a single self-decoding
file, necessitating a thinmetadata layer in .any files. The Host needs
to know the schema of the data that it loads from an AnyBlox file,
usually during the query planning stage, ergo before decoding
begins. We also require the number of rows in the compressed
file, (an estimate of) the size of decoded data, and theminimum
recommended batch size. These metrics aid the Host when using
AnyBlox data sources (see Section 4.5).

To make AnyBlox truly future-proof we also allow providing
the Decoder URI and Decoder cryptographic checksum. This
provides two distinct capabilities. First, the file may not contain the
decoder and instead provide an external URL as the URI, allowing
the Host to download it from a remote location. To maintain secu-
rity, the downloaded payload should always be verified against the
checksum. Second, once an encoding scheme becomes proliferated,
a Host may decide to provide a more integrated native implementa-
tion of the Decoder. When opening an .any file it can compare its
Decoder URI against a list of well-known URIs and instead decode
the payload using its native Decoder.

3.4 Host Communication
AnyBlox is a modular system that needs to span the distance be-
tween an arbitrary data processing system and an execution envi-
ronment for arbitrary WebAssembly code. This establishes two in-
terfaces, between Host and libanyblox, and between libanyblox
and an the WebAssembly Decoder. We present a top-level diagram
of these API boundaries in Figure 3b.

To read a dataset the Host first initializes aDecoder Job (“open”),
passing metadata, the dataset file, and theWebAssembly Decoder,
which is a Wasm module exposing a decode_batch function (c.f.,
Section 3.5). Then, the Host can repeatedly request arbitrary tuple
ranges, which are decoded into Apache Arrow Record Batches.

The architecture is illustrated in Figure 4. To aid our explanation,
let us pick an encoding scheme and explain how AnyBlox allows
one to use datasets encoded with it in an arbitrary Host that in-
tegrates with libanyblox. We will examine run-end encoding
of a single column of 32-bit unsigned integers. The data is com-
pressed by finding runs of repeating values and encoding them as
a pair (lastRid, value), where rid is a sequence number assigned
to each row from 0 to 𝑁 and 𝑁 is the total length of the column:

1 2 3 4 5 60

3 2 1 3 2 4

rid
val

REE

7 8 9 101112131415

4 9 1 15

3 3 3 1 2 4 4 4 4 4 1 1 1 1 1 1

In the following let us assume that we compressed 108 tuples and
the encoded dataset contains 106 run-end pairs

3.4.1 First batch. Decoding begins by request from the Host, usu-
ally when a table scan is scheduled on an AnyBlox data source.
The Host might decide to split the work across multiple threads,
either at plan time [33] or at runtime [53]. Let us assume some
thread is assigned the tuple range [400 000..500 000). The Host first
creates a decode job via the AnyBlox API, providing a file descrip-
tor to an open dataset. AnyBlox receives the Decoder bytecode
and JIT-compiles it if needed. This compilation is cached, so future
uses of the exact same Decoder incur no compilation cost. AnyBlox
initializes the WebAssembly sandbox, creates the linear memory
chunk accessible for the Decoder, hooks the dataset contents via
another memory map, and links the WebAssembly module with
the implementation of the memory.grow(u32) function which the
Decoder can use to allocate a given number of pages.

Control returns to Host, at which point it can start the scan.
Modern systems process data in batches to amortize operator com-
munication overheads [33, 53], so the Host requests AnyBlox to
decode a batch of tuples (e.g., 104), calling the job with parameters
startTuple = 400 000, tupleCount = 10 0001. AnyBlox delegates this
into the WebAssembly module, calling its decode_batch function.

When the Decoder is called for the first time it needs to find
its bearing in the dataset. To locate the run containing the tuple
with rid = 400 000 it binary-searches the run-end encoded dataset.
After that the Decoder can be implemented by keeping a state
(rid, 𝑖, val, rem), where rid is the ID of the next row to return, 𝑖 is
the index of the run encoding pair, val is the value of the current
run, and rem is the remaining number of rows in the run. The
Decoder loop is then:
if rid == start_tuple + tuple_count: return batch;
else if rem > 0: result.add(val), rid += 1, rem -= 1;
else: i += 1, (val, rem) = read pair at index i;

To put all values into the result, the Decoder needs to allocate
memory. It knows the required length a priori, since it needs to
output tupleCount = 10 000 32-bit integers. This requires 40 000
bytes, plus some overhead for the Arrow Batch structure. In We-
bAssembly all allocations are performed in full pages, and a page is
64 KiB. The Decoder thus issues a memory.grow(1) call at the start.
The Host processes the request and returns the index of the newly
allocated page. The Decoder can put all the results in that space,
and returns a pointer to the completed Arrow Batch as the result
of the decode_batch call.

AnyBlox translates the pointers from WebAssembly into native
addresses for all buffers in the batch and then returns it back to the
Host, which processes the Arrow payloads according to its own
logic in the AnyBlox operator.

1This batch size originates from the morsel-driven parallelism paper, which specifies
104 as a good morsel size for a simple scan over an integer column in their setup [53].
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3.4.2 Future batches. If the Decoder was stateless, calling for an-
other batch (startTuple = 410 000) would require redoing the binary-
search andmemory allocation. AnyBlox optimizes this by allocating
a page for the Decoder to keep arbitrary state in, which it passes
as one of the arguments to decode_batch. For example, our REE
Decoder can keep the (rid, 𝑖, val, rem) state on that page, as well as
a pointer to its existing Arrow Batch allocation. Once it receives
a call and sees that startTuple = rid, it can directly resume the
main loop, avoiding the initial binary-search. It can also reuse the
memory allocated previously, avoiding the memory.grow call and
improving the performance of the Decoder.

3.5 Decoder API
The Decoder needs to expose only one function, decode_batch,
with the following formal parameters:

• i32 data, the pointer to the place in Wasm linear memory
where the encoded data starts;

• i32 data_length, the length in bytes of the encoded data;
• i32 start_tuple, the ID of the first tuple to decode;
• i32 tuple_count, the number of tuples to decode;
• i32 state, the pointer to the place in Wasm’s linear mem-

ory where the job state is stored;
• i64 projection_mask, a bitmask specifying columns to

decode (column projection).
The Decoder, constrained by the WebAssembly standard, has no
access outside of the sandbox aside from the memory.grow call. It is
prohibited from modifying the pages containing the encoded data.
Wasmtime catches any runtime errors or out-of-bound accesses,
terminates the Decoder, and returns to the runtime.

The state page is zero-initialized at the start. State only an opti-
mization, allowing Decoders to cache metadata applicable to the
entire dataset or reuse dynamic memory allocations across calls.
In particular, since the Decoder must perform correctly at the first
call, and the runtime may clear the state page before each call, De-
coders are guaranteed to be idempotent. Their behavior can only

vary based on the input parameters to decode_batch and the data –
they have no access to system calls, thus no sources of randomness,
clocks, etc. Therefore, because AnyBlox zeroes the state page at the
start of every job, it guarantees that decoding the same file twice
using the same parameters will return equivalent results.

3.6 Runtime
During initialization the Decoder is JIT compiled and the resulting
module cached, so the costly compiler optimization step is incurred
only once per Decoder. The linear memory object for the Decoder
instance is created. Finally, an object representing the thread-local
job is created as a handle to this instance and handed back to the
Host. The compilation and isolated execution of Wasm code is done
by Wasmtime [21]. Our core technical contribution is custom linear
memory management for instances that ensures data integrity and
low overhead access to both the input and output data.

The WebAssembly standard imposes that memory accessible
to the Wasm instance is linear and starts at 0x0. The guest code
can allocate memory by invoking a grow(x) function, where 𝑥

is the request size in 64KiB pages, while the return value is the
pointer to the start of the newly allocated region of 𝑥 pages. The
implementation of grow ought to be provided by the Host, and
the standard does not impose a specific mechanism for memory
management on the Host’s side.

By default, Wasmtime implements the specification using a well-
known Software Fault Isolation technique for 32-bit pointers [31]: It
maps 8GiB of protected virtual memory, while allocation requests
from the Wasm instance are served by modifying the protection
to allow read-and-write access for the required number of pages.
This ensures that any memory access expressible in Wasm code
falls within the virtual allocation, as the maximum addressable
pointer and length are both limited by 232 − 1, and thus requires no
runtime bounds-checks in the compiled code. The physical memory
allocation is handled by the underlying operating system’s paging
mechanism.



The challenge here is providing the entire encoded dataset to the
Wasm instance through this linear memory abstraction. A naive
solution would reserve the required chunk and copy the dataset
into it, which would incur a heavy initialization cost as a potentially
large amount of data would be copied. One could also envision a
paging abstraction, where the Host would expose a function to read
a given page of the dataset while ensuring copying happens only
once per page; this approach suffers from excessive complexity, as
we would be essentially reimplementing a page mapping and page-
miss handling mechanism, and it could not be made transparent
for the Decoder – it would have to work on the page-sized chunk
abstraction of the dataset, which, among other things, would make
vectorized algorithms more complicated and less efficient.

Instead, we propose transparent data hooks and thread-local
memory pools. The dataset is available as a file descriptor, which
we memory map into the virtual linear memory. This operation
requires few system calls and is fast even for large datasets. The
Decoder can transparently access this data in the same manner as
any other area of its linear memory. The overall layout is shown
in Figure 4. This approach is similar to how Faasm handles shared
memory regions by swapping memory maps [75], but AnyBlox
can provide a simpler and more cache-friendly mechanism since
threads share only read access to the data.

AnyBlox makes no difference between file descriptors pointing
to physical files, shared memory regions, or in-memory buffers
like those maintained by memfd_create. The initial memory re-
quired for the module’s code, stack, and static data is allocated at
the beginning of the memory. This is usually a couple megabytes.
The hook is then mapped into the first available page after the
initial pages, with the state page allocated immediately after. The
Decoder’s allocation requests are served from the following pages,
growing dynamically as required.

The key property of this design is that linear memory regions
can be cached in the thread-local pool and reused. While the Host is
likely to decode a dataset with multiple threads, it is unlikely it will
have two jobs running on the same thread at the same time, since
context switching is detrimental to performance; even less likely to
have two jobs on the same thread on the same dataset at the same
time. Assume we allocate a linear memory region for a Decoder, it
finishes its job, and we want to decide if another instance can reuse
the memory. It is possible if the following constraints are upheld: a)
the initial memory pages are large enough; b) the already hooked
dataset is the same; c) all additionally allocated memory is zeroed
(this is required by the WebAssembly standard). In practice, the
initial regions are small (around a megabyte). When creating an
instance we know the initial requirement as well as the dataset used,
so the cache policy is straightforward: If a fitting map exists, use it,
clear out the allocated memory with madvise, and protect all pages
after the state page with PROT_NONE; if no fitting map exists and we
are below memory instance limit, create a new virtual allocation;
otherwise, pick the least recently used existing map and reuse it by
unhooking the existing dataset and reinitializing.

The system can only infer that the dataset is the same if it comes
from exactly the same opened bundle object. Sharing a single bundle
between threads is important for performance, and simple, since
the data is read-only. Moreover, if a query plan contains the same

bundle as a source multiple times, the Host would benefit from
merging them as one.

If the file is not directly available, e.g. it resides remotely and
cannot be mapped to a file descriptor, it must first be downloaded.
An alternative solution would be to enable lazy loading by custom
handling of a page fault, e.g. via signal handling or specific operating
system extension points [2]. In this scenario, theHost would provide
code that populates a given page when it is first accessed by the
Decoder. The Decoder would access memory as usual with full
transparency, but only data it actually needs to access would be
populated by the Host dynamically. This would not interfere with
our memory caching mechanisms, allowing the materlialized data
to be reused later. AnyBlox does not yet implement this, but it is
an interesting technique for future work.

3.7 Discussion
AnyBlox is built to be future-proof. Our design allows for evolu-
tion without breaking existing implementations and datasets. In
particular, (1) Improvements to Wasm compilers can be directly
harnessed with an update to libanyblox; since the Wasm byte-
code remains the same, this is a seamless upgrade that preserves
backwards-and-forwards compatibility. (2) ANew decoder dialect
could also be introduced in a compatible manner as long as there
exists a Wasm transpiler. For example, if a statically-verified DSL
for Decoders was designed (as discussed in Section 2.4), a Decoder
in the DSL could be distributed with an automatic equivalent Wasm
version being generated alongside. Systems running an older ver-
sion of AnyBlox would use the Wasm code as before, while new
versions could opt into running the DSL. (3) AnyBlox supports Op-
tional metadata, allowing system-specific metadata that serves
as a hint for one system but not another. An example of this is
sizeInBytes, describing the estimated size of a fully decoded dataset
in memory, which can aid Spark in its network traffic estimations.

We believe these properties make AnyBlox a suitable solution
for the problem of data format ossification. However, the use of
WebAssembly also introduces some drawbacks that we discuss in
the following. First, WebAssembly by default has a 32-bit address
space into which AnyBlox maps datasets, meaning each mapped
file has a maximum size of 4GB. WebAssembly recently gained
support for using 64-bit addresses [3], but the performance impact
of enabling this option is not yet well studied. Most systems using,
for example, Parquet, keep file sizes well below 4GiB [8, 77, 87] to
facilitate cheap updates, so we expect this restriction to have little
impact in practice. Second, Wasm code is currently not as fast as na-
tive code and does not support wide (> 128bit) vector instructions.
Section 5 studies the performance impact of this limitation.

4 INTEGRATION
To demonstrate the portability of our solution we have integrated
them into four fundamentally different systems: DataFusion [50],
DuckDB [70], Umbra [64], and Spark [98]. We posit that these
four Hosts cover a wide-enough variety of paradigms to strongly
suggest AnyBlox poses no significant hurdles when integrating
into an arbitrary data-processing system. In particular we cover
differences in:



• Core paradigms – Umbra is a compiling system, and
DuckDB and DataFusion are vectorized systems – two very
different paradigms [43]. Spark focuses on distributed work-
loads, and only generates code for expressions.

• Parallelism – Umbra and DuckDB are both morsel-driven
with a central executor [53], while Spark and DataFusion
use Volcano-style parallelism with exchange operators [33].

• Programming languages – Umbra and DuckDB are writ-
ten in C++, DataFusion in Rust, while Spark is written in
Java and Scala, running in a managed JVM environment.

• Maturity – Spark is a mature platform for diverse work-
loads and provides a plugin system; DuckDB is a widely
used in-process analytical database with a robust extension
API; Umbra is a closed-source research database that fo-
cuses on perfromance and provides no dedicated extension
points; DataFusion was published in 2024.

In the following we highlight integration details of interest for
developers seeking to bring AnyBlox into their system. In case of
DuckDB, its flexible system allows us to define a custom AnyBlox
operator and distribute it as a plug-and-play module, requiring
no invasive changes to the main DuckDB codebase. DataFusion
provides a similar extension point for a custom table source, and
the Spark integration uses a .jar plugin. We expect any system
supporting external extension modules to allow easy integration in
this manner. Umbra is not open-source, so we integrated AnyBlox
directly into the codebase and only provide a precompiled binary.

4.1 Internal Data Representation
While the Arrow format is optimized for zero-copy data transfer
between systems using it as its internal data format like DataFusion,
not all hosts do. Moreover, SQL-based systems rarely have stan-
dardized logical types, and each host may choose to perform the
SQL-to-Arrow type mapping differently. Arrow’s representation of
primitive types is natural, so types such as Int32 or Float64 re-
quire no conversion. Date types need to be adjusted to the system’s
internal representation, e.g., Umbra requires translation into the Ju-
lian calendar. Bool types are bit-packed in Arrow and might require
conversion into bytes. This results in a zero-copy, in-place type
conversion in most cases, with the booleans being an exception.

Beyond the representation of primitive types, systems use differ-
ent internal data layouts. DataFusion uses Arrow throughout the
engine [50], allowing truly zero-copy data sharing with AnyBlox.
DuckDB and Spark, like many modern systems [74, 89], support
reading data in the Arrow format, converting it to their internal
data layout on the fly. The type-mapping problem is thus already
solved, and there already is mainline code that translates Arrow
arrays to the internal representations. Umbra requires emitting
code to load the values from Arrow buffers into registers based on
the underlying physical type.

String types require the most care. Arrow supports two lay-
outs: Utf8 and Utf8View.Utf8 contains a length and a pointer to
the character data stored in a separate buffer. This can be easily
translated to the Spark string format (regular JVM String type).
However, both DuckDB and Umbra store strings using the small-
string optimization [64], requiring more complex logic. Utf8View is
actually based on this representation [11] as values may or may not

contain offsets in separate buffers, which need to be translated to
native pointers. Crucially, while the Utf8-to-Utf8View translation
cannot be performed entirely in-place, the actual string data buffers
do not need copying. The transfer is truly zero-copy in cases where
the host and the decoder use the Utf8View layout for all strings.

4.2 Language Interoperability
Umbra and DuckDB are written in C++, while the AnyBlox Runtime
is written in Rust. This makes the integration simple, as libanyblox
can easily provide C++ bindings into Rust code. Integration into
any system using a similar systems-level programming language
with support for a C FFI should be similar. With a Rust-native
system like DataFusion the integration is straightforward. Spark is
written in Scala and Java, and thus requires a Java Native Interface
bridge to communicate with libanyblox. Calls to AnyBlox return
FFI-safe arrays – Arrow specifies a C data interface that provides
uniform FFI across platforms, and thus the Arrow implementation
on the JVM allows loading compliant ArrowArray payloads into
JVM objects.

4.3 Concurrent Scans
All integrations follow a similar pattern to implement parallel scan-
ning of data, where an AnyBlox operator represents a full scan job
that then gets divided into tasks for parallel processing. AnyBlox
knows the exact size of the table from its metadata, and can skip
columns based on the projection mask provided by the Host.

Spark and DataFusion decide the parallelism during query plan-
ning, letting the AnyBlox scan operator statically partition the
workload without shared global state. This partitioning logic is in-
dependent of the underlying format itself and could be extended to
multiple nodes (e.g., with Hadoop). The morsel-driven parallelism
used byDuckDB and Umbra involves a global executor, with threads
dynamically fetching work items to process in their local AnyBlox
job. Threads can keep local state, and, as an optimization, they can
request large batches with decode_batch and then process them
in smaller chunks, e.g., the DuckDB global vector size.

4.4 Embedded AnyBlox: Future-Proof Parquet
AnyBlox can also be embedded inside existing file formats, allowing
them to evolve without breaking compatibility. We evaluate this
by integrating AnyBlox as an encoding in Parquet. In this scenario,
the Host is a Parquet decoding library, specifically Apache’s Rust
parquet crate [9]. Similarly to how Parquet provides dictionary
encoding with a single dictionary page and multiple data pages
[12], we prototype a scheme where a column starts with a Decoder
page and then opaque binary pages that can be decoded by Any-
Blox with the provided Decoder. While this approach needs further
work, e.g., to support record shredding [60], it shows large poten-
tial in both compression rates and throughput, which we show
in Section 5.1.3. Enabling Parquet’s generic compression on top
of the AnyBlox encoding can further compress the data as well
as the embedded Wasm bytecode. This approach allows arbitrary,
instance-optimized column encodings to be distributed alongside
conventionally encoded columns inside a single Parquet file.



Table 2: Approximate complexity of integrating AnyBlox
into each of the Hosts. Spark also required writing a JNI
bridge (433 LoC), which is reusable for any other JVM Host.

System Paradigm Parallelism LoC Persondays
Umbra Compiled Morsel-driven 1305 10
DuckDB Vectorized Morsel-driven 586 3
Spark Hybrid Volcano-style 756 15
DataFusion Vectorized Volcano-style 461 2

4.5 Embedded AnyBlox: Statistics & Pushdown
As Section 4.4 shows, AnyBlox can bring arbitrary, cutting-edge
encoding schemes to existing file formats such as Parquet. These
file formats usually store additional statistics or query optimizer
hints, which query engines use to improve performance. Scans from
remote object stores (e.g data lakes), can benefit from min/max
values per row group to avoid scanning all of the data. Unique
value count statistics for individual columns or blocks can facilitate
better query plans, and other specialized formats may benefit from
entirely different metadata. When AnyBlox is embedded into other
file formats such as Parquet at the row-group or column level, query
engines can benefit from their existing statistics utilization, column-
level filtering, and row-group-level filtering without change.

4.6 Standalone AnyBlox: Statistics & Pushdown
Without integration into other file formats, standalone AnyBlox
only encodes the schema and row count of the encoded data. Fur-
ther optimizer hints can be encoded (c.f., Section 3.7), but as a
generic framework, AnyBlox does not try to provide all statistics
that any system might need. Instead, we follow recent work [49, 69]
in suggesting that most statistics and indexes should be decoupled
from storage formats and put into query engines or search accel-
eration layers. AnyBlox allows query engines to scan and build
statistics over arbitrary formats, and is therefore a step towards
this direction.

Following a similar argument, standalone AnyBlox does not pro-
vide a predicate pushdown API: While filtering columns (projection
pushdown) is supported, filtering individual rows in a future-proof
framework such as AnyBlox requires an equally future-proof and
system-independent predicate expression format. Recent work on
Substrait [82] highlights industry interest in this topic. Finally, col-
umn projections cannot be pushed to remote files since standalone
AnyBlox requires the entire data set to be mapped into memory.
Section 3.6 discusses a potential workaround for this issue.

5 EVALUATION
While the security guarantees of AnyBlox follow from the We-
bAssembly sandbox and portability is proven by our system inte-
gration in Section 4, what remains is substantiating our extensibility
claims and showing the effectiveness of Wasm and the employed
memory architecture for performance-intensive workloads. For
that purpose, we evaluate the AnyBlox integrations using different
decoders, OLAP workloads, and microbenchmarks.

Experiments are performed on a 32-core Intel Xeon Gold 6430
machine with 256GB of DDR5 RAM (data rate 4400MT). Unless
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Figure 5: AnyBlox bridges the gap between a variety of stor-
age encodings and arbitrary data processing systems.

stated otherwise, samples are collected after two warm-up runs,
which isolates the overhead of disk reads, Decoder compilation,
and thread initialization. Section 5.5.5 examines these overheads
in detail. We present median results, but unaggregated results are
available in our repository.

5.1 Did we solve the 𝑁 ×𝑀 problem?
Yes, AnyBlox solves the 𝑁 × 𝑀 problem, as we demonstrate in
the following. We cover a wide range of formats by implementing
(1) the encoding schemes FSST and REE, (2) Vortex [80], a novel
columnar file format using state-of-the-art compression research [4,
5, 16, 49], and (3) CERN ROOT, a specialized binary format storing
exabytes of particle physics data [22]. We complement this with
an integration of AnyBlox into a variety of systems, done by a
programmer with no prior experience with any Host codebase.
No integration took more than two weeks, and all integrations
were done in less than 2000 lines of code (LoC), as Table 2 shows.
While neither the integration time nor the required lines of code are
rigorous measurements of software complexity, they do indicate
that AnyBlox can be straightforwardly ported to different systems.
Figure 5 shows an overview. All integrations were straightforward
to implement and required no further changes to any Host system.
This enables great interoperability with minimal effort, allowing
data transformations such as the following (native DuckDB syntax):
COPY (SELECT * FROM anyblox('./ParticleDecay.root')

JOIN anyblox('./metrics.vortex') USING pType)
TO './ParticleDecayJoined.parquet'

5.1.1 Vortex. Vortex [80] is a novel format based on BtrBlocks [49]
and recent encoding research [4, 5]. Vortex outperforms existing
alternatives using modern and multi-layered encoding schemes
to achieve high compression rates, but suffers from the adoption
problem outlined in Section 1. We built an AnyBlox decoder with
little effort by compiling the Vortex codebase, specifying wasm32
as the target for the Rust compiler, and excluding non-essential,
OS-specific logic (such as file I/O), which cannot compile to Wasm.
AnyBlox can bring this cutting-edge research codec into multiple
database systems without any changes on the host side, leading to
immediate compression and performance improvements.

5.1.2 CERN ROOT. ROOT is a complex format developed at CERN
since 1995 and is widely used across the High Energy Physics (HEP)
community, with more than 2 EB of data stored in ROOT files [22].
Though much of this data is tabular, ROOT itself is not a relational
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format and allows encoding arbitrary C++ objects. Since ROOT is not
supported in any conventional data systems, recent work on analyz-
ing ROOT data with SQL had to convert all datasets to Parquet [34].
Our AnyBlox decoder (based on a Rust port [19] for a large subset
of ROOT) instead makes ROOT files immediately readable by Spark,
DuckDB, and Umbra – no conversion required. Single-threaded
Umbra surpasses the throughput of the native ROOT framework
when performing an aggregation on particle decay data [56]. More
importantly, Umbra’s parallel processing automatically works for
ROOT files, yielding 6GB/s throughput 32 threads, while the native
framework offers no easy mechanism for parallelism.

5.1.3 Parquet. As Section 4.4 describes, we add AnyBlox as a Par-
quet encoding such that individual column chunks can use arbitrary
WebAssembly decoders. We benchmark this experimental Parquet
integration by implementing the standard Parquet RLE+bitpacking
hybrid decoder [12] as a Wasm decoder. We compare its throughput
on a compressed l_linestatus column of TPC-H against Apache’s
native Rust Parquet reader [9] and observe a mere 10% throughput
drop. We also test the Vortex Decoder on the ClickBench dataset
as in Section 5.3.2 to validate the viability of our prototype. Any-
Blox achieves a similar compression rate while improving the scan
throughput over native Snappy by 25%.

5.1.4 FSST & Run-end encoding. FSST [16] and REE are lightweight
encoding schemes that can be easily implemented in any language
that compiles to WebAssembly. Both are also implemented in Vor-
tex [80]. We use standalone Rust implementations in the decom-
pression microbenchmarks performed in Section 5.5.

5.2 Vortex Native vs. Vortex in AnyBlox
We begin by showing that (1) AnyBlox can be used to provide
both compression and performance improvements by introducing
novel encoding schemes; and (2) AnyBlox’s sandboxing mechanism
introduces acceptable overheads with complex decoding schemes
as compared to a native solution. To that end, we evaluate the
TPC-H benchmark with scale factor 20 in DataFusion and varying
the representation of the largest table (lineitem). DataFusion is
written in Rust, allowing direct integration of AnyBlox and Vortex.
We use the native DataFusion Parquet reader on a file with the
default compression scheme based on Snappy, which provides the
best decompression throughput; the Vortex file format decoder

†Spark only successfully executed 18 out of 24 selected ClickBench queries due to
issues with the native Parquet reader unrelated to AnyBlox.

inside AnyBlox; and the exact same decoder but compiled natively
without any sandboxing. Predicate pushdown has been disabled.

Across all queries both Vortex implementations outperform Par-
quet with over 2× lower scan latency (c.f., Figure 6, left), and it
provides a better compression rate (c.f., Figure 7). For Vortex, the
bulk of processing time is spent executing relational operators
(around 80%), whereas the Parquet reader spends almost half of
its time decoding the file. The difference in performance between
native and AnyBlox-based Vortex decoding is marginal, with a
5% increase in scan latency. However, this translates to a mere 1%
increase in overall latency, which is within measurement noise.

5.3 DuckDB Performance
Next, we test AnyBlox in a full database system – DuckDB. We
again compare AnyBlox Vortex to a native Parquet reader, but also
include comparison against the internal, non-portable native table
format of DuckDB. Furthermore, both Parquet and native DuckDB
table are allowed to use predicate pushdown, to fairly portray Any-
Blox’s disadvantage in this area as discussed in Section 4.5. The
performance results are shown in Figures 7, 6, and 8.

5.3.1 TPC-H. Across all queries and Parquet configurations, the
more efficient Vortex encoding outperforms Parquet despite the
WebAssembly overhead, and AnyBlox is often close to the native
baseline. In the single-threaded lineitem scan in Figure 6, both the
native format and AnyBlox can spend most of the time executing
relational operators (74% and 65%, respectively), compared to Par-
quet, which has to spend most of the time (70%) decoding data. The
biggest differences between in-memory table scans and AnyBlox
occur in scan-dominated queries that select many columns from
lineitem (Q1), high selectivity lineitem filtered scans (Q10, Q12
at 25% and 0.5% selectivity, respectively), and in Q21, where the
triple self-join on lineitem exacerbates the cost, as Figure 8 shows.

5.3.2 ClickBench. TPC-H is an important standard benchmark,
but fails to represent the real world, especially when it comes to
string data [32, 49, 94]. We therefore turn to the ClickBench bench-
mark [26], which contains real-world web-traffic data in a single
hits table. To focus on string compression, the following experi-
ment extracts the five string columns that are heavily used in the
majority of queries from this table, and compresses them using
Parquet, Vortex, and DuckDB, which uses FSST [16] string com-
pression in its native table format. Compared to DuckDB, Vortex
achieves a 1.85× better compression rate due to its multistage en-
coding without relying on heavy-weight Snappy compression like
Parquet, as Figure 7 shows.
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Since Vortex can only support files at most 4GB in length and
compressed ClickBench exceeds that, we partition the data into 4
files with equal number of tuples in each. We do this for the native
representation (split into 4 tables), Parquet, and Vortex alike. We
restrict the workload to a subset of ClickBench queries focusing on
string processing. In most queries, total processing time vastly out-
weighs scan times, with Q29, which evaluates a complicated regular
expression on URLs, as a prime example. In contrast, Q24 spends
more time in the scan because DuckDB cannot push down the
substring predicate into the non-native formats. Overall, AnyBlox
spends only 25% of the total runtime in the scan.

In the multithreaded scenario, AnyBlox still outperforms all
tested native Parquet readers, as the following table shows (in
millions of tuples per second, full TPC-H scale factor 20 workload):

Native
table

AnyBlox
(Vortex)

Parquet
(Snappy)

1 thread 47.36MT/s 33.67MT/s 16.47MT/s
32 threads 978.17MT/s 593.18MT/s 396.33MT/s
ratio 20.65× 17.62× 24.06×

Parquet seems to scale marginally better, but at a large cost in
terms of absolute performance [59]. We further analyze AnyBlox’s
scalability in Section 5.5.4.

5.4 Spark Performance
Finally, we evaluate TPC-H and ClickBench using Spark. Spark
has no native data format, but has a native Parquet reader. Spark
on a single thread is less efficient than DuckDB – most time (≥
90%) is spent executing operators. This means that, in Spark, scan
performance has little impact on real-life OLAP workloads. For
example, a 40% less efficient decoder would only make the Spark
workflow 4% slower. Figure 6 shows this: Though Vortex in AnyBlox
is more performant than Parquet, the overall impact is small. These
characteristics are exacerbated in ClickBench, where the analytical
operations dominate the scan even further.

5.5 Decoder Microbenchmarks
To better lay out the performance characteristics of our solution,
we now zoom in on specific decoders and compare them with
equivalent native implementations. We compile the same code into
a native module (using the standard LLVM Rust compiler), and into
a Wasm module. This experiment isolates the impact of the Wasm-
based design and the Cranelift compiler on rawDecoder throughput.
We first restrict ourselves to a single thread decoding the dataset in
a sequential scan. The results are presented in Figure 9.

The Faasm paper identifies similar worst-case throughput de-
creases (50% to 66%), but the results are not directly comparable due
to a different Wasm runtime and compiler choice. The authors sim-
ilarly conclude, however, that the large differences in microbench-
marks do not translate to equivalent slowdowns in end-to-end
workloads where other overheads dominate [75].

5.5.1 Run-end encoding. We revisit the run-end encoding exam-
ined in Section 3.4. Using the CommonGovernment dataset available
in the Public BI Benchmark [32], we compress its psc_key integer
column, achieving a compression ratio of roughly 2.62 – approxi-
mately 141 million rows get compressed into 27 million run-end-
encoded pairs. We implement the previously described decoding
logic and compile it into the native module (standard Rust LLVM
compiler) and into wasm (Wasm bytecode). We measure the time it
takes to decode the entire column sequentially in batches of 200 000.
The native code performs ≈ 40% faster in this comparison.

We re-implement the Decoder using vectorized instructions. First
we compare the only available Wasm SIMD instruction set, V128,
against the equivalent SSE2 on x86. Both utilize similar instructions
after Cranelift lowers the Wasm code. The SIMDWasm code is 2.5×
faster than the scalar Wasm code, highlighting the importance of
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Figure 9: Microbenchmarks of REE and FSST decoders.



vectorized instructions. The native SSE2 version is ≈ 40% faster
than the Wasm V128 version. We further compare to native AVX2
and AVX512 versions, which utilize larger vector sizes and outclass
the SSE2 and the Wasm version. We note small vector sizes are not
a fundamental limitation of WebAssembly, and there is already a
proposal for larger vector sizes in WebAssembly [68]

5.5.2 FSST. FSST is a simple but effective string compressionmech-
anism proposed in 2020 [16]. Some database systems use it in their
internal storage format for tables [64, 70]. It is also used in BtrBlocks
[49], and, by extension, Vortex [80]. We compress three key string
columns from the Taxpayer dataset from the Public BI Benchmark
– these are the columns used in all queries for that dataset. We store
both the compressed string data and the buffer of string lengths
that is not compressed further. This results in a 1.7GB AnyBlox file
that decompresses into 2.5GB of Arrow batch payloads in memory.
The Wasm decoder loses out by over 43% on this benchmark. FSST
is one of the worst cases for Wasm, because it heavily relies on 8-
byte reads in its implementation, and Wasm is 32-bit, which forces
it to emulate one 8-byte read with two 4-byte reads. Faasm authors
also identified this as incuring significant overheads in workloads
with heavy large integer arithmetic [75]. This is a fundamental
limitation of our approach, as even though a proposal for 64-bit
version of WebAssembly exists, it would be incompatible with the
SFI mechanism relying on only 8GiB of memory being addressable.

5.5.3 Batch size. For both of the above Decoders, we investigate
the impact of the requested batch size on performance and conclude
the results have similar characteristics to vector sizes in vectorized
databases [43] and batch sizes in Volcano-style exchanges [33] – the
size has to be big enough to amortize call overheads, but increasing
it past a certain point brings diminishing returns and requires more
work memory. The optimal size varies, but all tested Decoders
exhibit stable performance between batches of size 104 to 107.

5.5.4 Scaling. In isolation, decoding a dataset is essentially em-
barassingly parallelizable. One would expect the scaling of the
Decoders to be near perfect, and the experiments confirm that:

There is some overhead associated with synchronization of threads
and the Wasmtime runtime, which we examine next.

5.5.5 Initialization. Finally, we want to drill into the fine-grained
performance profile of a Decoder job. Many things happen on the
way from Host to Decoder and back: The Wasm code has to be
compiled, the memory regions initialized, the dataset mapped into
the region, and control switched to call into Wasm mediated by
Wasmtime. AnyBlox heavily caches every step.

Our REE and FSST Decoders compile in around 2ms and produce
binaries around 30 kB in size. Still, it is important for AnyBlox to
cache each compiled decoder to avoid paying this overhead. In
practice, we expect systems to often reuse the same Decoders.

When a thread creates an AnyBlox job for the first time, it needs
to create a thread-local 8GiB memory map for the Wasm linear
memory. The kernel creates a mapping for each of the pages in that
region, which takes between 3ms and 10ms (median 8ms) with
32 threads initializing simultaneously. Threads reuse initialized
memory mappings, so this cost is only paid when the Host spins
up a new thread – cold start.

When loading a new dataset, a thread needs to unmap the ex-
isting file descriptor and hook the new descriptor. This takes less
time than a full thread initialization – 700 µs to 800 µs for 32 concur-
rent threads initializing simultaneously. To remove this overhead,
integrations can reuse the same open dataset across runs.

Every new job needs to reset the memory it is going to use
by zeroing the state page and removing left-over allocations from
the previous job. This is the most optimized scenario and incurs
little overhead even when multiple jobs initialize concurrently (tail
latency of 250 µs for 32 concurrent threads). The main contention
occurs on the Wasm cache lock.

Finally, Wasmtime sets up required signal handlers and medi-
ates the call into the compiled Wasm code via a trampoline. The
overhead of this call is negligible – below 100 ns – and has no effect
on performance outside of excessively small batch sizes.

6 SUMMARY AND OUTLOOK
We presented AnyBlox, a framework for self-decoding data that
is easily portable across arbitrary data processing systems and
extensible for arbitrary decoding schemes. Any system that im-
plements an AnyBlox scan is able to securely and performantly
read any format providing a WebAssembly decoder, solving the
𝑁 ×𝑀 problem and format ossification. Files can bundle decoders di-
rectly, securely reference remote decoders using their cryptographic
hashes, and transparently apply native decoders for popular en-
coding schemes. One can envision a future “Parquet v3” format
that integrates AnyBlox, allowing arbitrary format evolution and
instance-optimized encoding schemes.

Instance-optimized encoding schemes such as correlation-based
compression [39, 57, 58], learned white-box compression [32], and
entropy compression [71] can be very powerful, but their special-
ized nature makes their adoption even more difficult than more
general-purpose schemes. AnyBlox paves the way for exploring
a large space of clever, instance-optimized data representations –
even pushing towards Kolmogorov complexity [46] – while still
being future-proof and readable by any system.

Building future-proof data formats is but one of the problems
that need to be solved to facilitate truly modular, future-proof, open
database systems. The community has been calling for moving
away from large, monolithic, overly complex systems for at least 25
years [23, 44, 67]. LLVM showed that an open framework can revo-
lutionize the design of complex modern systems like compilers [52].
Recently, Lamb et al. presented an open and extensible query en-
gine based around composable system design principles [50], prov-
ing such an approach can be successful. Execution plan frame-
works have been made more extensible using sub-operators [14, 42],
portable query optimizers [6, 7], and system-independent persis-
tencemechanisms [90]. Our work joins this effort with an extensible
and modular solution for arbitrary storage formats.
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